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Abstract:  

This document introduces key concepts of Trunking, Multi-Path Input/ Output 

(MPIO), and Multiple Connections per Session (MC/S) and detail operations to 

guide readers through all configuration processes. 
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Introduction 

Many users are confused about the difference among Trunking, Multi-Path Input/ Output (MPIO), and 

Multiple Connections per Session (MC/S). Basically, all of them are multipath approaches which eventually 

provide very similar advantages; however, they are defined different and are implemented on a different 

level of network architecture by different ways. Literally, άaǳƭǘƛǇŀǘƘέ means to provide two or more 

redundant data paths between server and storage. As this scenario, it can not only eliminate Single Points 

of Failure caused by hardware failure (e.g.: cable, switch, HBA failures and so on.), additionally, it can also 

lead to higher performance by aggregating multiple connections to increase bandwidth and balance data 

load. In this document, we will describe and compare these multipath methods, and also introduce how to 

implement Trunking, MPIO, and MC/S in Windows. 

Trunking 

Following IEEE standard 802.3, Trunking (also known as NIC teaming or Link Aggregation) implements on 

the link level, accomplished in the TCP/ IP stack, properly binds multiple physical iSCSI interfaces so they are 

treated as one. Trunking provides a larger bandwidth and fault tolerance. Beside the advantage of wider 

bandwidth, the I/O traffic remains operating until all physical links fail. If any link is restored, it will be 

added to the link group automatically. 

 

 
TCP/ IP Model 



EonStor DS / GS / GSe Trunking, MPIO, MC/S Configuration Guide 

 

 

Copyright ©  2016 Infortrend Technology, Inc. All rights reserved. Page 4 / 32 

 

Trunking Working Topology 

MPIO 

Multi-path I/O functionality can recognize and manage redundant data paths to an individual volume. It 

ensures greater reliability through the path failover mechanism in the event of cabling or component 

failures. MPIO is enabled through special MPIO-enabled drivers called Device-Specific Modules (DSM). 

These DSMs let the driver orchestrate requests across multiple paths. On the other hand, since MPIO 

occurs above the FC/iSCSI miniport driver layer and only sees SCSI devices, it supports multiple transport 

protocols including FC and iSCSI protocols. (Where MC/S supports iSCSI protocol only.) 

There are many approaches to implement this function based on different operating systems. Microsoft 

Windows provides its own DSM supporting both Fibre Channel and iSCSI protocols on Windows Server 

2008 and later, and for Linux, device mapper can be used to achieve the same goal. 

 

 

MPIO Working Process 



 

 
Copyright © 2016 Infortrend Technology, Inc. All rights reserved. Infortrend, ESVA, EonStor, EonNAS, and EonPath are trademarks or registered 

trademarks of Infortrend. All other marks and names mentioned herein may be trademarks of their respective owners. The information contained herein is 

subject to change without notice. Content provided as is, without express or implied warranties of any kind. 
 

 

EonStor DS / GS / GSe Trunking, MPIO, MC/S Configuration Guide 

MC/S Group 

The MCS protocol operates on the level of the iSCSI Initiator, as part of the iSCSI protocol itself. It creates 

multiple connections within a single session. There is one thing worth to note: Being part of the iSCSI 

protocol, MCS does not require additional multipathing technology to function. However, to use this 

function, both iSCSI initiator (host) and iSCSI target (storage system) need to support MCS. For example, if 

you are using a Linux or vSphere host, you probably won't be able to use MCS. As of today's version, most 

of Linux and vSphere versions do not support MCS for teaming iSCSI connections. Windows Server, Hyper-V, 

on the other hand, can use this function. 

 

 

MC/S Working Process 

 

Note: 

 

1. If a user is using Windows XP, Windows Vista or Windows 7 as host, MC/S will be than the only choice 

since Microsoft MPIO is only available in Windows Server editions officially. 

2. If a user is using any platform other then Windows, MPIO may be the only choice since MC/S is not 

available from there.  

3. MC/S is an iSCSI feature, so MPIO can be used only together with the FC or iSCSI protocol. 

4. MPIO is necessary for failover between redundant controllers, since MC/S does not combine ports 

across different controllers. 
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Step-by-Step Configuration 

Configuring Trunking 

What You Should Know Before Configuring? 

V Multiple LAN ports of your hardware must be connected to the network. 

V The network switch and network adapters must support Trunking. 

V The Trunking option is available only for iSCSI based hosts (FC or iSCSI). 

Simple Trunking Topology Example 

 

SANWatch Setting for EonStor DS 

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks corner > 

Click System Settings 
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Steps The System Settings screen will appear. Select the Communication tab and select 

the Trunk Group tab. 

 

Click the Create button. In the popup window, check the LAN interfaces you wish 

to combine to a Trunk Group (trunk) and click OK. 

 

The new Trunk Group configuration will appear. 

 

To delete the Trunk Group, click the Delete button. 

EonOne Setting for EonStor GS / GSe 

Go to Settings Ą Access Ą Channel &Network 

Scroll the page to the bottom and click the άTrunk Group Settingsέ 

option  

 

Steps Click the Create button. In the popup window, check the LAN interfaces 

you wish to combine to a Trunk group (trunk) and click OK. 

 

The new trunk configuration will appear. 
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To delete the Trunk Group, click the Delete button. 

 

Switch Setting for Trunking 

Please check whether the specific switch model being used is listed on InfortrendǎΩ Qualified Vendor List 

(QVL). The trunk setting of corresponding switch ports should be configured too. It is recommended to 

configure switch settings before changing system settings. Refer to the documentation that came with your 

Ethernet switch for instructions on trunk port configuration. Make sure the configurations of your 

iSCSI-host system and Ethernet switch are correct and correspond to each other. Otherwise, networking 

failures will occur. Take Cisco Catalyst 2960-s (1GbE) and Juniper EX3300 (10GbE) for example. You can 

configure, via CLI a Gigabit Ethernet interface or a 10-Gigabit Ethernet interface for trunk port (mode) and 

then execute IP and link settings based on your requirements. As an example, we will explain on the 

following pages the configuration of a SuperMicro SSE-X24S and Arista DCS-7120T-4S Ethernet 10G switch: 

 

SuperMicro 

SSE-X24S 

Log into the SuperMicro SSE-X24S management interface, then select άLAέ to 

display the Link Aggregation configuration page.  
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Select the ports to be trunked. This example takes port 7 and 8 as shown below. 

Select the same port channel for port 7 and 8, then adjust the mode to Active: 

 

 

 

Go to the άInterfaceSettingsέ tab to enable the port channel state to be άUp,έ 

Trunking for port 7 and 8 has been configured.  

 

 

 

 

Arista 

DCS-7120T-4S 

Log into the Arista DCS-7120T-4S management interface, then use the command 

άconf tέ to start the Trunking configuration. Please follow the step as shown in 

below screenshot:  
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Use the command άsh running-configέ to check the current Trunking configuration 

and see whether it is activated. Below screenshot shows the mode is άactive.έ 

 

 

Exit and use the command άwrite memoryέ to save the Trunking configuration, 

Trunking for port 1 to 4 has been configured.  
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Windows 2012 

Except for a command prompt or Windows PowerShell prompt configuration, there are two common ways 

to start the NIC Teaming Management UI tool as following: 

V From the Server Manager Local Server window (Right to the NIC Teaming item click on Disabled or 

Enabled) 

 

 

V From the Server Manager All Servers window right-click on the server to be managed and select the 

Configure NIC Teaming action. 

 

Create New Team After NIC Teaming Management UI appears, select the Tasks menu in 

the Teams tile and select New Team, or right click on an available 

adapter in the Network Adapters tab and select the Add to new team 

item. Multi-select works for this: you can select multiple adapters, 

right-click on one, select Add to new team, and they will all be 

pre-marked in the New Team dialog box. 
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The administrator could select the Additional properties item and 

configure the teaming mode. 

 

 

 

Note: 

There are three configuration options for NIC Teaming mode, for 

more detailed information, please refer to Windows Server 2012 R2 

NIC Teaming User Guide. 

 

Switch-independent (Default): This configuration does not require 

the switch to participate in the teaming. If switch-independent 

teaming mode is active / standby, the administrator can configure 

one or more team members for active and one team member to be 

held in standby to come into action if an active team member fails. To 

properly use full bandwidth, please consider to adopt Static Teaming 

or LACP.  
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Static Teaming: This mode requires configuration of the storage, the 

switch and the host to identify the links which are teaming. Since this 

is a static solution there is no additional protocol to assist the switch 

and the host to identify incorrect plugged cables or other errors that 

could cause the team to fail to perform.  

 

LACP (IEEE 802.1ax): The Link Aggregation Control Protocol (LACP) 

allows bundling several physical ports together to form a single 

logical channel. A network switch negotiates an automatic bundle by 

sending LACP packets to the peer. Typical server-class switches 

support IEEE 802.1ax but most require the network operator to 

administratively enable LACP of the port.  
 

Configuring IP After a new team has been created, you will find a virtual adapter with 

the name you just created in Network and Sharing Center. Now you can 

configure its IP setting.  

 

 

Configuring iSCSI 

initiator 

Launch the iSCSI Initiator, go to Discovery page and enter storageΩs 

Trunking IP address (172.24.0.1) 
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Go back to Targets page. The iSCSI Initiator will find the storage target. 

Before connecting to this target, you have to click Properties for further 

configuration. 

 
In Properties, click Add session. 

 






































