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Abstract

This application note introducethe Infortrend replication features for EonStor
GS/GSe systems. Infortrend EonStor GS/GSe provides synchronous and asynchrt
replication locally oremotely. In combination with data services such as snapshe
and volume copy, remote replication allows entire data sets to be saved at physic:
separate locations.
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B Legal Information

Legal Information

All Infortrend products, including the product customers have purchased from Infortrend
be subject to the latest Standard Warranty Policy availablehennfortrend website:

https://www.infortrend.com/global/Support/termsconditions

Infortrend may from time to time modify, update or upgrade the software, firmware or
accompanying user documentah without any prior notice. Infortrend will provide access
these new software, firmware or documentation releases from certain download sectio
our website or through our service partners. Customer will be responsible for mainte
updated verson of the software, firmware or other documentation by downloading
obtaining from Infortrend, and installing designated updated code, including but not lin
to firmware, microcode, basic input/out system code, utility programs, device drivers,
diagnostics delivered with Infortrend product.

Before installing any software, applications or components provided by a third f
customer should ensure that they are compatible and interoperable with Infortrend pro
by checking in advance with Infoetnd. Customer is solely responsible for ensuring
O2YLJ GA0AfAGE YR AYOGSNRBLISNIOAftAGE 27F
Customer is further solely responsible for ensuring its systems, software, and dal
adequately backed up aspeecaution against possible failures, alternation, or loss.

For any questions of hardware/ software compatibility, and the update/ upgrade c
customer should contact Infortrend sales representative or technical support for assistar

To the extent pemitted by applicable laws, Infortrend will NOT be responsible for
interoperability or compatibility issues that may arise when (1) products, software, or op
not certified and supported by Infortrend are used; (2) configurations not certified
supported by Infortrend are used; (3) parts intended for one system are installed in an
system of different make or model.

Trademarks Infortrend, the Infortrend logo, EonOne and EonStor are registe
trademarks of Infortrend Technology, Inc. Othemres prefixed with
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All other names, brands, products or services are trademark:
registered trademarks of their respective owners.

Contact Information

Customer Support Contact your system vendar visit the following support site.

http://www.infortrend.com/global/Support/Support
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[ Preface

Preface

The purpose of this application note is to provide users with knowledge on the working mechanisr
and steps related to the use of thadocklevel replicationfeature with the Eon®r GSGSestorage
systems. Infortrend continue§ 2 RS @St 2L) GKS 06Sad ad2N)r3IS az2fc
and requirements and periodically releaseformation about haravare and software updates online.
Therefore, Infortrend recommends users check thicial websitefor latest news, thecustomer
support systenfor latest firmware and software, or, in the case of a product malfunction or a feature
that is not working as intended, contaan Infortrend technical support professional.

Audience

This Application Note is intended for Infortrend customers, partners, and employees who are installil
and/or configuring the EonStor GS/GSe systems.

~

2 Kl 4Qa Ay ¢KAA DdzZARS

This guide contains the folving topics:
aintroduction to block replicatios explains the mechanisms of thdock replication feature

OReplication operatiod demonstrates how tastablishareplication pair on EonStor GS/GSe.
What You Should Know Before Reading

This Application Ne assumes that you are familiar with basic server, storage, and networking
concepts and configurations.
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]| Introduction

Introduction

What isreplication?

Replication capability allows users to create full data copies across storage systemighin a single
storage systemin synchronous or asynchronous modethié source data fails due to system malfunctions
or disasters, users can leveragfee diskbased remote copy to restart servieen a fewminutes. If the
sourceneeds to resume its role, it can quickde synced with the remote copyvhile adjusting only for
differences

The replication function of EonStor [GSeis volume based which means both block volsmaad file
volumes are supportedThe granularity is 8MBn this document, the target volume and sourc@umecan
be ablock volume or file volumelhere area fewreplication types, including synchronouslume mirror,
asynchronousolume mirror andvolume copywhich are explained in more detail in the following sections

Remoteand localreplicatiors are available orseleced models in the EonSt@3GSefamily.
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]| Introduction

Synchronous/olume Mrror

Synchronous/olume mirror requires higher network bandwidth and is suitable for critical date host
will write data to both the source and target at the same eifihe data written intahe source volume of
the primary site system is sent the target volume othe remote site system beforan acknowledgement
is sentback to the host.

Primary Site Remote Site
3. Send acknowledgement

back to the host

Synchronous E%j

1. Write into
source volume

Volume Mirror get

__—-——/4

2. Mirror to
Target volume

Asynchronousv/olume Mrror

Asynchronousvolume mirror is suitable for arched data.In asynchronous mode, the host /O will be
allocated to the source volume onlyhe data written intahe source volume is not replicated tbe target
volume immediately and the primary sigystemsendsan acknowledgemenback to the host righafter
saving data intahe source volumeThedatain the sourcevolumewill be replicatedo the target volume at
replication pair creationand a differential snapshotis sentduring eachsynchronization.Asynchronous
volumemirror has less impact on I/@tencycomparedto synchronousvolumemirror.

Primary Site Remote Site
2. Send acknowledgement

back to the host

WAN

Asynchronous 5
Volume Mirror get

/

3. Mirror to
Target volume

1. Write into
source volume
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]| Introduction

Volume Copy

Volume copy is used for application development or te$tee ®urce volume will be copied to the target
volume once, and any changes to the source volume later will not be applied to the vaigete. Users
canuse the copied target volume immediately.

Primary Site Remote Site

Copy to
Target volume once

To further ensure the integrity of remote data, replication allows users to protect remotéesoyth
shapshot technology. Granular snapshot images can help restore corrupt remdts gogeconds when
the resunption of business servids a top priority

Why replication?

Disaster recovery

When the primary site experiences an unexpected power outage or other catastréghimes such as
natural disastes, remote replication helps customemaintain accesdo their data via a secondary site.
Infortrend provides synchronous and asynchronous remote replication. Therefore, customers can ensi
their service data remains usable by backup to a remote storage system.

Two important parameters whedeploying disaster recovery architecture with remote replication thee

recovery time objective (RTO) and the recovery point objective (RR@)RTOs the maximum time it

takesto restore service after a disaster and the RBthe maximum targeted p&od in which data might be
lost after a disaster.

If disasters occur, Infortrer®@design simplifies the target volume mapping procassninimizethe RTO
Should the source volume fail, the target volume automatically maps to the host. After the OB disk
rescanned, the application retries and is ready to work again.
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O Introduction

Plannedmaintenance

In this scenario, you may have a plan of maintenance or testing and need to take the primary site syst
offline. During downtime, the remote site system is used & phoduction system and the target volume is
Read/Write available.e data keepgupdating in the target volume wén the primary site system is offline.
Oncethe plannedmaintenanceis finished, the sourceolume needs to sync data fronthe target volume

and switch roles to bring production back to the primary site system.

Development platform

Remote replication allows more flexibilifgr the development of storage features and applications, as it
enables engineers to work on new projects without suspegdiormal storage operation. With remote
replication, research and development occur on primary storage while normal services are routed to tl
secondary (remote) set temporarily. Ondbe development is completd and the new features or
applications are erified, services can seamlessly switch back to primary storagigh the new features
implemented.
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@ Replication operations

Replication operatiors

Preparing

Licensng

Replicationis supported on EonStor (&55esystens. Local replication is available without additional cost.
Fa remote replicationalicense is requiredn both sidesYou can check License managenmnEonOne.

Device: GS 2024RTB

¢ Settings > System

General

Q 1BOD
Valid days: 10 days (expire on 2018-7-29)
Time Max number of 1BODs: 15
Notification Q tr:?fcl':;ulume replication .(including wvolume copy and
Service Manager settings e of » ource velima | pairs ameunt imit: 8/256
License management Q Remote volume replication (including volume copy and
B : xﬂg::\;:c: ;T]Irdr:\?s (expire on 2018-7-29)
S DT Pairs of a éuurce volume / pairs amount limit: 8/64
$ED [y mEmEpETE S5D as Cache Pool
Q Valid days: 10 days (expire on 2018-7-29)
Maintenance
Power Q \E:"Ql?gsdr:\?s: 10 days (expire on 2018-7-29)
Number of images (volume/subsystemn): 256/4096
Enclosure view
Q Thin provisioning ;
Valid days: 10 days (expire on 2018-7-29) "
RemoteReplication Specification Standard Advanced
Maximum number ofocalreplication pairger source volume 4 8
Maximum number ofocalreplication pairsper system 16 256
Maximum number ofemote replication pairger source volume N/A 8
Maximum number ofemote replication pairger system N/A 64

With the remote replication specs shown above, Infortrend provides multiple usage scenri&kgos
oneto-one and onego-many Cascading replication, which means the target volume is also replicated t«
anothertarget volume, is not allowed in EonStor/GSesystens. \

= B B -
re — get
get

One-to-One One-to-Many

Supported remote replication topolies
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[ Replication operations

Replication connections

To configureblocklevel remote replicationa logical linkand switchbetween EonStor GG&Se systems
should be connected via blot&vel channel$or replication pair session®oth FC and iSCSI are supported)
Recommended bandwidth for WANnsore than T3 (45Mbps)The managerent ports ofthe systems on
both sides should also be connecteih order to make sure that both systeneanbe added into Central
EonOne.

The example below shows a replication configuration between two EonSt@3eSystens. The orange
linesindicate both two systems are configured with iISCSI 10GbE caichgnboard 10GbE ports of both
controllers to the network. The bluemesare the management ports connected to Central EonOne.

v

WAN / LAN

f_jl[ -

Replicatiors connection example

Central EonOne

To configureremote replication,users must use Central EonOne to add both systems in primary site an
remote site.Central EonOn&s aweb-based software management suiéhich offers a range of features for
central management of multiple systems

Qilnfortrend

Device list + Add device Resource usage Capacity

£ Settings it Remove
[— R
Vevonsdin. (@ veathy

65 ..

Details (Controller A) 1% NAS

12278
Mor

= Model:GS 1016R 1
Version:1.364.33 o Healthy CPU (Controller B) % Eler

GS ..

@
|j

M allocated M Free
40.56 GB 1.18 TB

Frrren Erentieg Event: | all events « | IError [ Warning [information

w >

| The DNS server 192.168.99.16 has been removed. (reported by slot B)
= | The DNS server 192.168.99.14 has been removed. (reported by slot B)
Volumes Shared folders

I The DNS server 192.168.99.16 has been removed. (reported by slot A)

I The DNS server 192.168.99.14 has been removed. (reported by slot A)

B Thn addrare mada af Af mantrallae B ko hann ab ta mbatie Tha 10 addeass in 179 94 110 24 franarkad b
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@ Replication operations

Establisha replication pair

Start to create a replication pair

Enter Central EonOne withe systems aboth sites added. Note that if you need to uséTarget volume
auto mapping, an inrband configuration fothe systems aboth sitesis required.For detailed instructions
about inband configurationplease see théppendixin-band connectionlf you plan to have asynchronous
replication, we recommend configuring data flush agent on the host serveas® see theAppendix
configuring flush agent

Click the settings of the primary system and sefaiteduling & Backup the settingsmenu.

Qilnfortrend

Device list + Add device Resource usage Capacity

Ea] enees
Version:1.36A.... o Healthy

GS . Details CPU (Controller A) 1% NAS
12278
Mol
m Model:GS 1016R 1
Version:1.364.33 o Healthy CPU (Controller B) % e
G5 petals - ] ©
M Allocated MFree
40.56 GB 1.18 TB
Summary Event log Event:  All events v | | Error | warning |information
- , [~
I The DNS server 192.168.99.16 has been removed. (reported by slot B) H
= _ ;
jr—) . 9
— = I The DNS server 192.168.99.14 has been removed. (reported by slot B)
Volumes Shared folders
5 5 | The DNS server 192.168.99.16 has been removed. (reported by slot A)
| The DNS server 192.168,99.14 has been removed. (reported by slot A}
- e B Tho ~ddrace mada af af cantrallar @ hae hann cab fa cbatic Thao 10 addrace e 179 24 110 24 1 e
Settings @

Device: GS 1016R

—3 S F 3 =

System Access Privilege Storage
Time, Notification, License Channel & network, Users, User groups, Shared Volume, Pool, Logical drive
management, System Initiators, Network services, folders, AD/LDAP Drive, SSD cache
information VLAN

£ i o O

Scheduling & Backup Applications Update & security EonCloud Gateway
Task scheduler, Replication, LDAP server, Proxy server, Security, Firmware update, Manage your cloud and
Snapshot VPN server, Syslog server Factory reset connect storage to Cloud

ra

Initial setup wizard

The wizard will guide you to
configure the system
settings
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@ Replication opeations

Switch to Replication tand select Volume replicatiolVe strongly recommend ugg the Test bandwidth
function before creating a replication pair.

Device: GS 3024RB

-*- Settings > Scheduling & Backup
Task scheduler _V‘olume replication Folder replication Replication schedule

| Test bandwidth
Test bandwidth to check if the connection is stable and suitable for your volume mirror tasks.

Snapshot Test bandwidth

Restore from cloud

I Replication

Volume replication pair

Create volume replication pairs to mirror/copy one volume to another

"' Create a replication pair

Test bandwidth @

Diagnostic result

The following result shows the bandwidth of all channels from the source device to the target device.

Source device Model: GS 3024RB, Name: GS 3024RB, ID: 64DC4, IP address: 172.24.110.114
Target device Model: GS 1016R, Name: G5 1016R, ID: 64DBB, IP address: 172.24.110.107

Mumber of diagnostic packets: 10 [Jaute refresh (10 seconds )
Source - Link ~ | Target « Connected + Received v Time ~« Rate v ®fer « | Lost ~  Latency ~
Slota/CH:0 Up Slota/CH:1 OK 10/10 5.952ms 89.9MB/s 1.19MB 0B <1lms -

SlotB/CH:1 OK 16/10 7.022ms B89MB/s 1.16MB 0B <1lms
SlotB/CH:0 Up SlotA/CH:1 0K 10/10 9.311ms 67.12MBfs 1.17MB 0B <lms

Slotd/CH:1 Down -

{

SlotBf/CH:1 Down -
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@ Replication operations

After making sure that the logical link betwethre two systems is working normaliglickCreate a
replication pait to start.

Device: GS 3024RB

-n- Settings > Scheduling & Backup

Volume replication Folder replication Replication schedule
Task scheduler B e E

. . g ]
Replication Test bandwidth
Test bandwidth to check if the connection is stable and suitable for your volume mirror tasks.

Snapshot Test bandwidth

Restore from cloud
Volume replication pair

Create volume replication pairs to mirror/copy one volume to another.

&= Ccreate a replication pair

Selecta source volume

A source volume should be selectedaveatedat this step.Note that if you want to create aew source
volume, an available pool should be created first.

Create replication pair

Select method for pair creation

For replication pair creation, users are allowed to leverage existing volume with data as the source volume, or
create a new volume as source without pair initialization process.

@ Select existing volume for replication pair creation

() Create a new volume as the source of replication pair
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@ Replication operations

Selectatarget volume

To create a target volume, the target device should be selected first and choose a pool. Specify the tat
volume name.Note that an available pool should be created before starting replication pair creatiah
the pool size must be larger than the source volume

Create replication pair @

Select target pool

Select the device where the target pool is located, and then assign the volume to the replication target.

Target device: G5 1016R v
* Target wvolume name: | Vaolume_Target
Pool name Logical drive amount  ~ Status - Total capacity ~
(® Pool-1 1 on-line 2.45 TB
() Pool-2 1 On-line 2.45TB

Select replication mode

Speify the Replication Pair Name and select one of the replication modes.

Create replication pair @

Configure replication pair

Configure the replication parameters including the mode, priority and type.
* Replication pair name: Pair_Test
(@ Volume mirror
Operation priarity: Mormal «
Valume mirror type: (® Synchronous mirror () Asynchronous mirror

Support incremental recovery
Compress data before transmissiaon

Create a snapshot in the target volume every time before the
start of volume mirroring, which will be deleted after mirroring

complete )
Remote timeout threshold: 30 Seconds «
) Volume copy
Schedule: 2018-07-20 |11 i 29
Schedule name:
Operation priority: Mormal
Remaote timeout threshold: 30 Seconds

Previous MNext Cancel
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Il Replication operations

"Support Incremental Recovery$ available only when the source and the target reside in different
locations (remote replication).Support Incremental Recovery" is alwaysabled for synchronougolume
mirror.

The optiondConfigure the sync point ingdthe target volume (target snapsheétyan only be enabled in
asynchronous mode. The system takes snapshots in the target volume for every asyncing tasks. Users w
able to recover the source volume according to the asyncing time.

dRemote Timeout Thréelde is for remote replication pairs onlit allows you to avoid breaking a remote
replication pair when the network connection between the source and the target becomes unstable or tc
slow. When the syncing has been interrupted, the synomiti be stped for the Wait (timeout) period
(default: 30 seconds) arttien the systenwill retry. If the data blocks irthe target volume cannot be found,
the un-synced data blocks will be marked. The system will continue syncing the next data blocks. An ev
will be posted.

You may choose how long the controller will wait (timeout). The replication pair will receive bette
protection if the timeout period is long, but fewer interruptions impact the host performance. The ®vers
is also true: shorter timeoud, lessimpactA more risk of breaking the pair apart.

Check replication pair status

You can check the status of replication pairs in Replication péme.that the replication pair is only shaw
on the primary site system.
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