
 

 

 

Page 1 / 28 
Copyright ©  2018 Infortrend Technology, Inc. All rights reserved. 

 

 

Version: 1.4 

Updated: December, 2018 

 

Abstract 

This application note introduces the Infortrend replication features for EonStor 

GS/GSe systems. Infortrend EonStor GS/GSe provides synchronous and asynchronous 

replication locally or remotely. In combination with data services such as snapshot 

and volume copy, remote replication allows entire data sets to be saved at physically 

separate locations. 
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Legal Information 

Legal Information 

All Infortrend products, including the product customers have purchased from Infortrend, will 
be subject to the latest Standard Warranty Policy available on the Infortrend website: 

https://www.infortrend.com/global/Support/terms-conditions 

Infortrend may from time to time modify, update or upgrade the software, firmware or any 
accompanying user documentation without any prior notice. Infortrend will provide access to 
these new software, firmware or documentation releases from certain download sections of 
our website or through our service partners. Customer will be responsible for maintaining 
updated version of the software, firmware or other documentation by downloading or 
obtaining from Infortrend, and installing designated updated code, including but not limited 
to firmware, microcode, basic input/out system code, utility programs, device drivers, and 
diagnostics delivered with Infortrend product. 

Before installing any software, applications or components provided by a third party, 
customer should ensure that they are compatible and interoperable with Infortrend product 
by checking in advance with Infortrend. Customer is solely responsible for ensuring the 
ŎƻƳǇŀǘƛōƛƭƛǘȅ ŀƴŘ ƛƴǘŜǊƻǇŜǊŀōƛƭƛǘȅ ƻŦ ǘƘŜ ǘƘƛǊŘ ǇŀǊǘȅΩǎ ǇǊƻŘǳŎǘǎ ǿƛǘƘ LƴŦƻǊǘǊŜƴŘ ǇǊƻŘǳŎǘΦ 
Customer is further solely responsible for ensuring its systems, software, and data are 
adequately backed up as a precaution against possible failures, alternation, or loss. 

For any questions of hardware/ software compatibility, and the update/ upgrade code, 
customer should contact Infortrend sales representative or technical support for assistance. 

To the extent permitted by applicable laws, Infortrend will NOT be responsible for any 
interoperability or compatibility issues that may arise when (1) products, software, or options 
not certified and supported by Infortrend are used; (2) configurations not certified and 
supported by Infortrend are used; (3) parts intended for one system are installed in another 
system of different make or model. 

Trademarks Infortrend, the Infortrend logo, EonOne and EonStor are registered 
trademarks of Infortrend Technology, Inc. Other names prefixed with 
άLC¢έ ŀƴŘ άD{έ ŀǊŜ ǘǊŀŘŜƳŀǊƪǎ ƻŦ LƴŦƻǊǘǊŜƴŘ ¢ŜŎƘƴƻƭƻƎȅΣ LƴŎΦ 

All other names, brands, products or services are trademarks or 

registered trademarks of their respective owners. 

Contact Information 

Customer Support Contact your system vendor or visit the following support site. 

http://www.infortrend.com/global/Support/Support  

https://www.infortrend.com/global/Support/terms-conditions
http://www.infortrend.com/global/Support/Support
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Preface 

The purpose of this application note is to provide users with knowledge on the working mechanisms 

and steps related to the use of the block-level replication feature with the EonStor GS/GSe storage 

systems. Infortrend continues ǘƻ ŘŜǾŜƭƻǇ ǘƘŜ ōŜǎǘ ǎǘƻǊŀƎŜ ǎƻƭǳǘƛƻƴǎ ǘƻ ŦǳƭŦƛƭƭ ŎǳǎǘƻƳŜǊǎΩ ŜȄǇŜŎǘŀǘƛƻƴǎ 

and requirements and periodically releases information about hardware and software updates online. 

Therefore, Infortrend recommends users check the official website for latest news, the customer 

support system for latest firmware and software, or, in the case of a product malfunction or a feature 

that is not working as intended, contact an Infortrend technical support professional.  

Audience 

This Application Note is intended for Infortrend customers, partners, and employees who are installing 

and/or configuring the EonStor GS/GSe systems. 

²ƘŀǘΩǎ ƛƴ ¢Ƙƛǎ DǳƛŘŜ 

This guide contains the following topics: 

άIntroduction to block replicationέ explains the mechanisms of the block replication feature. 

άReplication operationέ demonstrates how to establish a replication pair on EonStor GS/GSe. 

What You Should Know Before Reading 

This Application Note assumes that you are familiar with basic server, storage, and networking 

concepts and configurations. 
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Introduction 

Introduction 

What is replication? 

Replication capability allows users to create full data copies across storage systems or within a single 

storage system in synchronous or asynchronous mode. If the source data fails due to system malfunctions 

or disasters, users can leverage the disk-based remote copy to restart services in a few minutes. If the 

source needs to resume its role, it can quickly be synced with the remote copy while adjusting only for 

differences. 

The replication function of EonStor GS/GSe is volume based which means both block volumes and file 

volumes are supported. The granularity is 8MB. In this document, the target volume and source volume can 

be a block volume or file volume. There are a few replication types, including synchronous volume mirror, 

asynchronous volume mirror and volume copy, which are explained in more detail in the following sections.  

 

Remote and local replications are available on selected models in the EonStor GS/GSe family. 
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Introduction 

Synchronous Volume Mirror 

Synchronous volume mirror requires higher network bandwidth and is suitable for critical data. The host 

will write data to both the source and target at the same time. The data written into the source volume of 

the primary site system is sent to the target volume of the remote site system before an acknowledgement 

is sent back to the host.  

 

Asynchronous Volume Mirror 

Asynchronous volume mirror is suitable for archived data. In asynchronous mode, the host I/O will be 

allocated to the source volume only. The data written into the source volume is not replicated to the target 

volume immediately and the primary site system sends an acknowledgement back to the host right after 

saving data into the source volume. The data in the source volume will be replicated to the target volume at 

replication pair creation and a differential snapshot is sent during each synchronization. Asynchronous 

volume mirror has less impact on I/O latency compared to synchronous volume mirror. 
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Introduction 

Volume Copy 

Volume copy is used for application development or tests. The source volume will be copied to the target 

volume once, and any changes to the source volume later will not be applied to the target volume. Users 

can use the copied target volume immediately.  

 

To further ensure the integrity of remote data, replication allows users to protect remote copies with 

snapshot technology. Granular snapshot images can help restore corrupt remote copies in seconds when 

the resumption of business services is a top priority.  

 

Why replication? 

Disaster recovery 

When the primary site experiences an unexpected power outage or other catastrophic failures such as 

natural disasters, remote replication helps customers maintain access to their data via a secondary site. 

Infortrend provides synchronous and asynchronous remote replication. Therefore, customers can ensure 

their service data remains usable by backup to a remote storage system.  

Two important parameters when deploying disaster recovery architecture with remote replication are the 

recovery time objective (RTO) and the recovery point objective (RPO). The RTO is the maximum time it 

takes to restore service after a disaster and the RPO is the maximum targeted period in which data might be 

lost after a disaster. 

If disasters occur, InfortrendΩs design simplifies the target volume mapping process to minimize the RTO. 

Should the source volume fail, the target volume automatically maps to the host. After the OS disk is 

rescanned, the application retries and is ready to work again. 
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Introduction 

  

Planned maintenance 

In this scenario, you may have a plan of maintenance or testing and need to take the primary site system 

offline. During downtime, the remote site system is used as the production system and the target volume is 

Read/Write available. The data keeps updating in the target volume when the primary site system is offline. 

Once the planned maintenance is finished, the source volume needs to sync data from the target volume 

and switch roles to bring production back to the primary site system. 

 

Development platform 

Remote replication allows more flexibility for the development of storage features and applications, as it 

enables engineers to work on new projects without suspending normal storage operation. With remote 

replication, research and development occur on primary storage while normal services are routed to the 

secondary (remote) set temporarily. Once the development is completed and the new features or 

applications are verified, services can seamlessly switch back to primary storage ς with the new features 

implemented. 
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Replication operations 

Replication operations 

Preparing 

Licensing 

Replication is supported on EonStor GS/GSe systems. Local replication is available without additional cost. 

For remote replication, a license is required on both sides. You can check License management on EonOne. 

   

Remote Replication Specification Standard Advanced 

Maximum number of local replication pairs per source volume  4  8 

Maximum number of local replication pairs per system  16 256 

Maximum number of remote replication pairs per source volume  N/A 8 

Maximum number of remote replication pairs per system  N/A 64 

With the remote replication specs shown above, Infortrend provides multiple usage scenarios like 

one-to-one and one-to-many. Cascading replication, which means the target volume is also replicated to 

another target volume, is not allowed in EonStor GS/GSe systems.    

 

Supported remote replication topologies 
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Replication operations 

Replication connections 

To configure block-level remote replication, a logical link and switch between EonStor GS/GSe systems 

should be connected via block-level channels for replication pair sessions (Both FC and iSCSI are supported). 

Recommended bandwidth for WAN is more than T3 (45Mbps). The management ports of the systems on 

both sides should also be connected in order to make sure that both systems can be added into Central 

EonOne. 

The example below shows a replication configuration between two EonStor GS/GSe systems. The orange 

lines indicate both two systems are configured with iSCSI 10GbE cabling and onboard 10GbE ports of both 

controllers to the network. The blue lines are the management ports connected to Central EonOne. 

 

Replications connection example 

Central EonOne 

To configure remote replication, users must use Central EonOne to add both systems in primary site and 

remote site. Central EonOne is a web-based software management suite which offers a range of features for 

central management of multiple systems.  

 



 

 
Copyright ©  2018 Infortrend Technology, Inc. All rights reserved. Page 11 / 28 

Replication operations 

Establish a replication pair 

Start to create a replication pair 

Enter Central EonOne with the systems at both sites added. Note that if you need to use άTarget volume 

auto mappingέ, an in-band configuration for the systems at both sites is required. For detailed instructions 

about in-band configuration, please see the Appendix In-band connection. If you plan to have asynchronous 

replication, we recommend configuring data flush agent on the host server. Please see the Appendix 

configuring flush agent. 

Click the settings of the primary system and select Scheduling & Backup in the settings menu.  

 

 



 

 
Copyright ©  2018 Infortrend Technology, Inc. All rights reserved. Page 12 / 28 

Replication operations 

Switch to Replication tab and select Volume replication. We strongly recommend using the Test bandwidth 

function before creating a replication pair. 
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Replication operations 

After making sure that the logical link between the two systems is working normally, click άCreate a 

replication pairέ to start. 

 

Select a source volume 

A source volume should be selected or created at this step. Note that if you want to create a new source 

volume, an available pool should be created first. 

 



 

 
Copyright ©  2018 Infortrend Technology, Inc. All rights reserved. Page 14 / 28 

Replication operations 

Select a target volume 

To create a target volume, the target device should be selected first and choose a pool. Specify the target 

volume name. Note that an available pool should be created before starting replication pair creation and 

the pool size must be larger than the source volume. 

 

Select replication mode 

Specify the Replication Pair Name and select one of the replication modes.  
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Replication operations 

"Support Incremental Recovery" is available only when the source and the target reside in different 

locations (remote replication). "Support Incremental Recovery" is always enabled for synchronous volume 

mirror. 

The option άConfigure the sync point inside the target volume (target snapshot)έ can only be enabled in 

asynchronous mode. The system takes snapshots in the target volume for every asyncing tasks. Users will be 

able to recover the source volume according to the asyncing time. 

άRemote Timeout Thresholdέ is for remote replication pairs only. It allows you to avoid breaking a remote 

replication pair when the network connection between the source and the target becomes unstable or too 

slow. When the syncing has been interrupted, the syncing will be stopped for the Wait (timeout) period 

(default: 30 seconds) and then the system will retry. If the data blocks in the target volume cannot be found, 

the un-synced data blocks will be marked. The system will continue syncing the next data blocks. An event 

will be posted. 

You may choose how long the controller will wait (timeout). The replication pair will receive better 

protection if the timeout period is long, but fewer interruptions impact the host performance. The reverse 

is also true: shorter timeout Ą less impact Ą more risk of breaking the pair apart. 

 

Check replication pair status 

You can check the status of replication pairs in Replication page. Note that the replication pair is only shown 

on the primary site system. 

 


























